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Motivation

e Given a query image represented by multiple feature modalities,
how to improve retrieval quality by using these modalities?
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e Concatenating multimodal features into a long feature vector is
infeasible, when dimension of feature vectors is very high
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Modality #3

e [nstead, we fuse the image retrieval results from multiple
modalities based on submodularity




Our Approach

 We define a submodular objective function for reranking
images retrieved by multiple feature modalities, which
consists of an information gain term and a relative ranking
consistency term.

* |t can be efficiently optimized by a simple greedy algorithm,
which gives a near-optimal solution with a (1-1/e)-
approximation bounds.

* |t can be easily extended to other generic information
retrieval tasks with multiple independent ranked lists
returned by heterogeneous and non-visual features.

$G. Nemhauser, , L. Wolsey and M. Fisher, An Analysis of Approximations for
Maximization Submodular Set Functions - II, Mathematical Programming, 1978. @:




Preliminaries

e Set function

F:2° >R |

E: the ground set ,
F: set function




Preliminaries

e Submodular Set Function
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F:2* - R
F(A1 U{CL}) —F(Al) > F(AQU a) —F(AQ)
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diminishing return property

F(A,Ufa}) - FA;) > FAUfa}) - F(A;)




Submodular Reranking

 The submodular objective set function for reranking task is:

Lax R(S) + \T'(S)

st. SCV, S| <K,

0 S are selected images from V, v =y, UV, U..UV,, are the images
retrieved by M feature modalities; K| is the largest number of
selected images;

2 R(S) is an information gain term, which selects a group of
images that are similar to the query and closely related to each
other;

2 T(S) is a relative ranking consistency term, which selects images

that have consistent relative ranks across modalities and are
similar to the query but only found by a few modalities. @
|




Information Gain

* Given M initial ranked lists of retrieved images for a query
image, each of which contains K images, we represent each
initial ranked list as an undirected graph.
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We denote v =1,Ur,U...U¥,, as the union of all nodes.

Our aim is choosing a subset of nodes S from V which are most
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similar to the query image.




Information Gain

Start from a single graph G, , the information gain is defined as
Fm<8) — H(Vm\s) - H(Vm\8|8)
where S is the selected nodes from V; V. \S istheset VV with$S
removed. H(V, \S) is the entropy of unselected nodes. H(V, \SIS)

is the conditional entropy of unselected nodes based on S.
By the random walk model, mathematically, we have

HVn\S) == ) |pm(v)logpm(v)

VEVm\S
an d \ \ marginal probability of v
being similar to the query

HVn\SIS) == > |pm(v,5)joglpm (v]s)

vEVm\S,seb/ \

p, (v,s)=p, (vIs)p, () trans:thn probability @I
of walking from s to v




Information Gain

We simply summing up the information gains of the individual
graphs to have the complete information gain term

=SS pu@)logpu@) = Y. pu(v,5)logp(vls))

m  veV\S vEV\S,s€S

R(S) is submodular and non-decreasing. Maximizing R(S)
tends to select a group of images that are similar to the query
and closely related to each other.

F..(S)=0.402 F..(5)=0.389 F.(5)=0.351 F..(5)=0.351
Red dots are selected subset. The marginal probability of all nodes is set to . ’




Relative Ranking Consistency

* Relative ranking between two images v, and v; is defined as

rrm(vi, Uj) — |rm,vi — T'm,v; |7 Vi, V5 € V
Vv is the ranking (position) of image /; in the m-th ranked list.

* Relative ranking consistency measure across all the ranked lists
IS

1 . msy ! I'm/
Clvs,v;) = Z | _ min(rr,, rry’)

Z K
m,m’ €M, m#m/'

K is the number of retrieved images and Z=Mx(M-1)/2 is a normalization
factor

— If two images vi and vj are ranked similarly across multiple modalities,
they have high RRC scores and similar ranks in the reranked list.

— If an image is highly similar to the query but only highly ranked by a
small number of modalities, it still has relatively high RRC score.
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Relative Ranking Consistency

 The complete relative ranking consistency term T(S) is defined
as:

KIS
T(S) - (1 N (I) ZS:l (IL . : Z’U-'.U‘GS Ty. <Ty.=8 C(l‘i. l’j)

— g is a pre-defined decay weight parameter, so that a higher
ranked image contributes more to the function value.

* T(S)is a submodular and non-decreasing set function.
Maximizing 7(S) leads to a set of images which are highly
ranked and similarly ranked with each other in the initial
ranked lists.
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Optimization

The objective function O(S) = R(S) + AT (S) is submodular and
monotonically Increasing. It can be solved by a simple greedy algorithm.

Maximizing a submodular function with a uniform matroid constraint
yields a (1-1/e) approximation to the optimal solution.

Input: Graphs {G1, ..., Gn}, initial ranked lists
{r1,...,rp}, Ks and A.
Output: Reranked list r and final retrieved im-
ages S.
Initialization: S <+ 0, p“" <~ 0, r < 0
while |S|<K; do
a® = argmax Q(S U {a}) — Q(S)
SUu{a}leV
if Q SU{a"}) < Q(S) then
break;
end if
pC'lL’T' — pC'U,T‘ + 1
S+ SU{a"}; rox « p"
end

§G. Nemhauser, L. Wolsey and M. Fisher, An Analysis of Approximations for Maximization Submodular Set @’
Functions - Il, Mathematical Programming, 1978.




Experimental Results

e Evaluated Datasets:

v' Holidays: 1491 image from 500 categories, where the first image in
each category is used as a query.
v' Ukbench: 10200 images from 2550 objects or scenes.

v’ Oxford and Paris: 5062 and 6412 photos of famous landmarks,
respectively. Both datasets have 55 queries, where multiple queries
are from the same landmark.

* Visual Features:

v" boW vectors from Hessian affine + SIFT descriptor using single
assignment and approximate k-means (AKM). Standard tf-idf
weighting is used.

v' 1192-dimension GIST feature.

v" 4000-dimension HSV color feature with 40 bins for H and 10 bins for S

and V components. @
:




Experimental Results

e Evaluation Criteria:

v Mean average precision-MAP (in %) (For Holidays, Oxford and
Paris datasets)

v" Average top 4 hits(N-S score) (For Ukbench dataset)
 Comparisons with state-of-the-art approaches. IG and RRC

denote the results using only information gain term or using
only relative ranking consistency term.

Datasets [BoW [32] GIST [33] Color]Ours [10][ [7] [8] [18] [32] [16] [34] [35] [19]] IG RRC :
Holidays| 772 350 55.8]84.9:84.6] - 751830 - 780 82.1 76.2 61.4}83.9 73.1 |
UKbench| 3.50 1.96  3.09 {3.78/3.77(3.45 - 3.64 3.67 3.56 - 3.52 3.36{3.75 3.54 |
Ozford | 67.4 242 85 {74.3] - [66.454.7 68.5 81.4 - 78.0 75.2 41.3{68.5 33.0 |
Paris | 69.3 192 84 {74.8) - | - - - 803 - 736741 - [64.6 39.2 !

v [10] also combines these three features (but of better
performance) based on graph fusion.




Experimental Results

 Comparisons with other rank aggregation baseline approaches

(mean rank, median rank, geometric mean rank, robust rank and

borda count). Runtime (in seconds) of reranking 1000 images for a
single query using direct greedy evaluation and lazy greedy
evaluation is shown in the right-most columns.

Datasets [Mean [36] Median [37] Geo-mean [37] Robust [38] Borda [37]: Oursidirect lazy [speed-up

Holidays 09.2 71.7 76.4 71.5 59.2 184.9 i 16.5 0.40f 4lx

UKbench| 2.89 3.47 3.90 3.33 2.89 i 3.78 i 55.7 1.34| 42x
Ozford 18.6 34.7 40.5 35.6 18.6 i 74.3 i 38.3 0.74| 52x
Paris 244 38.5 46.6 39.8 244 | 74.8 i 43.1 0.78] 55x

— Our submodular reranking clearly outperforms other rank aggregation
algorithms that do not use the inter-relationships amongst multiple

ranked lists.

— By use lazy evaluation, we further improve the speed by over 40

times.
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Parameter Analysis

* Performances with different parameters
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Left: Change of mean-average-precision performance (mAP) with respect to K,
Middle: Average reranking time for a single query with respectto K,

Right: Change of mAP with respect to A @
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Conclusions

 We address the problem of reranking images with multiple feature
modalities based on submodularity.

* Weincorporate the information gain and relative ranking
consistency into the objective function, which can effectively
exploit the relationships of image pairs and multiple ranked lists at
both the coarse level and the fine level.

 The objective function can be efficiently optimized by a simple

greedy algorithm, which can provide a performance-guaranteed
solution.

* |t can be easily extended to other generic retrieval tasks with
multiple independent ranked lists returned by multiple feature
modalities.

e QOur source code will be released soon!
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