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Sparse Paradigm 

 Given a signal          and the dictionary            , the sparse 

representation          of y is estimated by:  

                                      subject to                                   
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Dictionary Learning Techniques  

 SRC algorithm employs the entire set of training samples to 

form a dictionary. (face recognition) [Wright, TPAMI2009]  

 K-SVD: Efficiently learn an over-complete dictionary with a 

small size. It focuses on representational power, but does not 

consider discriminative capability. (restoration, compression) 

[Aharon, TSP2006] 

 An online algorithm for learning dictionaries is proposed and 

faster than batch alternatives such as K-SVD on large 

datasets. (restoration) [Mairal, JMLR 2010] 

 A tree-structured sparse regularization is proposed to learn a 

dictionary embedded in a tree efficiently. (restoration) 

[Jenatton, ICML2010] 
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Dictionary Learning Techniques 

 Discriminative dictionary learning approaches:  

 Constructing a separate dictionary for each class [Mairal 

CVPR2008] 

 Unifying the dictionary learning and classifier training into 

a mixed reconstructive and discriminative formulation 
[Pham,CVPR2008][Zhang,CVPR2010][Mairal,NIPS2009][Yang,CVPR2010] 

  Solve the problem to alternate between the two variables, 

minimizing over one while keeping the other one fixed 

  Learn simultaneously an over-complete dictionary and multiple 

classification models for each class 
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Goals 

  Learn a dictionary with representational and 

discriminative power for sparse representation; 

 Representational power, which helps for achieving lower 

reconstruction error; 

 Discriminative power, which is good for object 

classification. 

 Learn a universal multiclass linear classifier; 

 Develop an efficient way of finding the optimal solution 

to the dictionary learning problem 
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Approaches 

 A new label consistency constraint called ‘discriminative 

sparse-code error’ is introduced and combined with 

reconstruction error and classification error to form a unified 

objective function for dictionary learning. 

 

 The optimal solution is efficiently obtained using the K-SVD 

algorithm. 

 A single compact discriminative dictionary and a universal 

multiclass linear classier are learned simultaneously. 
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Dictionary Learning 

 Dictionary for Reconstruction and Sparse Coding 

   Let Y be a set of n-dim input signals,                                    , dictionary  

    D in RnxK (K>n) is learned by: 

    

 

 

    

 Sparse Coding     

    Given D, the sparse representation X in RKxN of Y is: 

 

 

reconstruction error sparsity constraint 
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Dictionary Learning 

 Dictionary Learning for Classification 

 A good classifier f(x) can be obtained by determining its model 

parameters W: 

 

 

 D and W can be learned jointly: 
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Label-Consistent K-SVD 

 LC-KSVD1 

 Objective function 

 

 

 

 

 
where:  

A is a linear transformation matrix; 

Q are discriminative sparse codes for input training signals Y. 

reconstruction error discriminative sparse 

code error 
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Label-Consistent K-SVD 

 LC-KSVD1 

 Objective function 

 

 

 

 

 
where:  

A is a linear transformation matrix; 

Q are discriminative sparse codes for input training signals Y. 

reconstruction error discriminative sparse 

code error 
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Label-Consistent K-SVD 

 LC-KSVD2 

 Objective function 

 

 

 

 

 

 

 

discriminative sparse code error classification error 
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Label-Consistent K-SVD 

 LC-KSVD2 

 Objective function 

 

 

 

 

 

 

 

discriminative sparse code error classification error 
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Label-Consistent K-SVD 

 Optimization 

We rewrite the objective function of LC-KSVD2 as: 

 

 

 

Let                                            ,                                           . The 

optimization is equivalent to 

 

 

 Initialization 

D0: K-SVD is employed within each class and the outputs of each K-SVD are 

combined; 

A0 :                                              W0:  

Multivariate ridge regression 
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Label-Consistent K-SVD 

 Classification 

   

In general, D should be L2-normalized column wise, i. e.  

 

 

 

 

 

 Classification 

For a test image yi, we first compute its sparse representation: 

 
 

The classification result (i.e. the label j of  yi) is given by: 

WAD ˆ,ˆ,ˆ
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Experimental Results 

 Evaluation Databases 

 Extended Yaleb  

 AR Face 

 Caltech101 

 Experimental Setup 

 Random face-based feature 

- dims: 504 (Extended Yale), 540 (AR Face) 

 Spatial pyramid feature 

- 1024 bases 

- dims: 3000 (Caltech101) 

- Max pooling, L2 normalization 
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Experimental Results 

 Extended Yale B dataset 

 38 persons, 2414 frontal face images 

 Under varying illumination conditions, varying expressions 

 Randomly selected half of the images (training) + the other half 

(testing). 
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Experimental Results 

 Extended Yale B dataset 
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Experimental Results 

 AR Face database 

 2600 images (26 images per person), 50 male and 50 females 

 Different illumination conditions, different expressions and 

different facial disguises (with sunglasses and scarf respectively) 

 (Randomly selected) 20 images (training) + 6 (testing) 
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Experimental Results 

 AR Face database 
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Experimental Results 

 Caltech-101 Object Dataset 

 9144 images, 102 classes (101 object classes and a ‘background’ class) 

 The number of images per category varies from 31 to 800 

 Significant variance in shape 
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Experimental Results 

 Caltech-101 Object Dataset 
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Experimental Results 

 Performance Comparisons 

 

(a) Recognition accuracy  

with varying different size 

(b) Training time  

with varying different size 
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Experimental Results 

 Performance Comparisons 

(c) Recognition accuracy with different  

spatial-pyramid-matching settings 
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Examples of Sparse Representation 

 

K-SVD [2] D-KSVD [4] 

SRC [1] SRC*[1] 

 Class 41 in Caltech101  

    (55 test images). 

 X axis means dictionary  

   items; Y axis indicates a  

   sum of absolute sparse  

   codes. 
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Examples of Sparse Representation 

 

K-SVD [2] D-KSVD [4] 

SRC [1] SRC*[1] 

 Class 41 in Caltech101  

    (55 test images). 

 X axis means dictionary  

   items; Y axis indicates a  

   sum of absolute sparse  

   codes. 

LC-KSVD2
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Discussions and Conclusions 

 Our approach is able to learn the dictionary, discriminative coding 

and classifier parameters simultaneously; 

 Unlike approaches that learn multiple classifiers for categories to 

gain discrimination, our approach yields very good classification 

results with only one simple linear classifier; 

 The basic reason for the good performance, is that the new 

constraint encourages the input signals from the same class to have 

similar sparse codes and those from different classes to have 

dissimilar sparse codes. 

 Possible future work include: (a) How to learn the optimal dictionary size 

for the learned dictionary; (b) How to update the dictionary without 

retraining.  
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